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Targeting HIV-1 reverse transcriptase (RT) with nonnucleoside
inhibitors (NNRTI) to combat AIDS is complicated, among other
factors, by the rapid emergence of drug-resistant strains which are
usually cross-resistant to other inhibitors within the class. As a
consequence, the search for structurally diverse second-generation
NNRTI is still being actively pursued. An example of novel com-
pounds with high potency and good therapeutic indices is a group
of analogues possessing a 6-arylsulfonyl-2-aminobenzonitrile scaf-
fold (Table 1), for which some rationalization of the structure-
activity relationships (SAR) data and the effect of several mutations
on the binding affinities has been reported based on the expert,
although subjective, interpretation of the crystal structure of a single
complex.1

Generally speaking, it can be argued that performing a quantita-
tive assessment for a whole series of derivatives from visual exami-
nation of a unique complex alone is a daunting task. This is so be-
cause the free energy difference that drives ligand-receptor (L-R)
association results from a subtle interplay of binding forces that
take place within the receptor binding site, usually in the face of
competition with water molecules. However, when one such struc-
ture is used in conjunction with molecular modeling techniques to
compute the interaction energies for a set of ligands that display
graded affinity toward a target receptor, quantitative SAR (QSAR)
can then be derived.2 Although some aspects of the modeling pro-
cedure itself can also be subjective, the resulting QSAR model can
be objectively interpreted and also challenged for predictive ability.

A useful alternative to considering just one global L-R interac-
tion energy for each complex is to decompose this term into a set
of van der Waals (vdW) and electrostatic (Ele) contributions
emanating from individual receptor amino acids, and project the
resulting matrix of energy terms onto a small number of orthogonal
“latent variables” (or principal components, PC) using partial least
squares (PLS)3 in a way similar to that used in comparative
molecular field analysis (CoMFA).4 At the end of the procedure,
those pairwise interactions between the ligands and individual
protein residues that are predictive of activity or binding free energy
are selected and weighted according to their importance in the
model. Since its inception, this chemometric method, termed
comparative binding energy (COMBINE) analysis,5 has been
successfully applied to a variety of biologically relevant targets.6-9

The details of the whole procedure have been reported elsewhere.10

Here, the structure of HIV-1 RT in complex with inhibitorv
(Table 1), refined at 3.0 Å resolution to anR factor of 0.219 (PDB
code 1JLQ),1 was used as a template to model the whole set of
complexes by introduction of appropriate modifications into the
bound inhibitor.11 Preferred docking sites for functional groups were
evaluated with the program GRID12 and assisted in the selection
of binding modes. AMBER force field13 parameters (parm99) were
assigned to, or consistently derived for,9,14 inhibitor atoms, and
atom-centered RHF 6-31G*//3-21G* charges were calculated using
the Gaussian 98 program15 and the RESP methodology.16 All of
the complexes were energy refined using the SANDER module in
AMBER 6.017 until the root-mean-square deviation of the energy
gradient was less than 0.1 kcal mol-1 Å-1. Changes in Ele free
energy on molecular association (∆Gele) were calculated by solving
the Poisson-Boltzmann equation18 and included three separate com-

ponents: a summation of residue-based solvent-corrected L-R con-
tributions (Eele

LR),6,7,9and changes in solvation energy of both inhib-
itor (∆Gdesolv

L ) and receptor (∆Gdesolv
R ) upon complex formation.19

The optimal dimensionality of each PLS model20 was determined
from the evolution of both the cross-validated correlation coefficient
(q2) and the standard deviation of errors in prediction (SDEP) as a
function of the number of PCs extracted (Supporting Information,
Table 1). Remarkably, a 3-PC model was able to explain 88.7% of
the variance in biological activity for the first 25 inhibitors studied
(Figure 1), with very high internal predictive ability (SDEP< 0.4).
When this model was used to predict the activity of the most
dissimilar compounds,eeandff , initially not included in the training
set (Table 1), the residuals were only 0.49 and 0.80 log units,
respectively (Figure 1). When an expanded set containing all 27
compounds was analyzed, a 4-PC model yieldedr2 andq2 values
of 0.959 and 0.851, respectively, and the most significant PLS
coefficients were assigned to just one Ele term representing ligand
desolvation and to vdW terms involving about eight amino acids
(Figure 2). Of these, P95 and W229 are known to be invariant in
HIV-1 RT (and consequently preferential sites for ligand targeting),
but the V106A, E138K, and Y181C mutations have differential
effects on the potency of compoundsu-z andeeas compared to
wild-type:1 roughly 1 order of magnitude in sensitivity is gained
in the former case, no significant difference is observed for the
E138K mutant enzyme, and a great loss of antiviral activity is
apparent against the strain containing the Y181C mutation (more
than 3 orders of magnitude). In agreement with these experimental
results, the PLS coefficients for the vdW interactions between the
inhibitors and the enzyme have opposite signs for Y181 and V106
in the p66 subunit. The chemometric meaning of this finding is
that the larger these favorable interactions (negative energy values),
the greater the activity (expressed as a pIC50) in the case of Y181
(the largest negative PLS coefficient) but the lesser the activity in
the case of V106 (the largest positive PLS coefficient). Therefore,

Table 1. HIV-1 RT Inhibitory Activity of
2-Amino-6-arylsulfonylbenzonitriles

cmpd R IC50 (µM) cmpd R IC50 (µM)

a H 6.9 q 3-CN 1.8
b 2-OCH3 1.4 r 4-CN >18
c 3-OCH3 0.6 s 3-CF3 5.3
d 4-OCH3 13 t 2,5-Cl2 0.3
e 2-CH3 4.5 u 3,5-Cl2 0.03
f 3-CH3 0.2 v 3,5- (CH3)2 0.007
g 4-CH3 7.3 w 3-Br, 5-CH3 0.003
h 2-Cl 5.9 x 3-Cl, 5-CH3 0.005
i 3-Cl 0.4 y 3-OCH3, 5-CH3 0.01
k 2-Br 12 z 3-OCH3, 5-CF3 0.04
l 3-Br 0.2 dd 3-O(CH2)3CH3,5-CH3 0.4
m 4-Br >14
n 2-F 5.0 ee C6H5-R ) 1-naphthyl 1.0
p 2-CN 6.0 ff C6H5-R ) 2-naphthyl 0.03
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the loss of vdW interactions (Supporting Information, Figure 2)
resulting from replacement of V106 with Ala is predicted to be
favorable for activity, whereas the corresponding loss upon
substitution of Cys for Y181, on the contrary, is predicted to be
highly detrimental, in good accord with the experimental evidence.
As for E138 in the p51 subunit, the vdW term is likely not to change
dramatically when this residue is mutated to a lysine (as opposed
to the Ele component).14

Regarding the K103N mutation, which is known to be highly
deleterious for the activity of NNRTIs, including 2-amino-6-aryl-
sulfonylbenzonitriles, it must be borne in mind that resistance in
this mutant has been proposed to arise from stabilization of the
closed-pocket form of the enzyme,21 and also that interaction with
K103 is fairly constant throughout the whole series (Supporting
Information, Figure 3), due to the limited chemical variation (Table
1). Concerning the L100I mutation, published data for the K103N/
L100I double mutant show increases or decreases in activity relative
to the already resistant K103N single mutant, depending on the
inhibitor. The small positive vdW coefficient assigned to L100 in
our model suggests that the effect of the single L100I mutation is
not as clear-cut as the others we have discussed.

Extension of this COMBINE methodology to an expanded set
containing additional derivatives with substituents exploring the
whole of the binding pocket, as well as to other NNRTI series,
should provide optimal results and may aid in the design of novel
compounds.
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Figure 1. Correlation between calculated and experimental activities for
25 compounds in the training set ([) and foreeandff in the prediction set
(0) as obtained in the COMBINE model with three principal components.

Figure 2. Normalized PLS pseudocoefficients of the van der Waals (left
half) and electrostatic (right half) interactions selected by the 4-PC
COMBINE model derived for the 27 NNRTIs studied. The most relevant
residues have been labeled.
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